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ABSTRACT
�antization, the pre-calculation and conversion to integers of
term/document weights in an inverted index, is a well studied
aspect of search engines that substantially improves retrieval e�-
ciency. Previous work has considered the impact of quantization on
e�ectiveness–e�ciency tradeo�s in retrieval, for example, explor-
ing the relationship between collection size and quantization range
in static web collections. We extend previous work to append-only
collections and examine whether quantization se�ings derived from
prior time periods can be applied to future time periods. Experi-
ments con�rm that previous results generalize to a collection with
di�erent characteristics and with a di�erent ranking function, and
that in an append-only collection, we can use previous quantization
se�ings in future time periods without substantial losses in either
e�ectiveness or e�ciency.

1 INTRODUCTION
�e query latency of search engines is dominated by the time taken
to traverse postings in the inverted index to compute the relevance
score of documents with respect to queries. �is can be reduced in
several ways, for example, by using a postings traversal algorithm
that skips documents that cannot enter the �nal ranked list (such
as Wand [2]) or using an anytime algorithm to enforce an upper
bound on the number of postings processed (such as Jass [9]); see
Crane et al. [4] for a recent comparison of these approaches.

�antization describes another class of techniques for improving
the e�ciency of query evaluation. �is approach has a long history:
Persin et al. [12] proposed ordering postings by decreasing term
frequency. �is not only allows documents with the highest term
frequencies to be processed �rst, but also amortizes the cost of
computing the term frequency component of the ranking function
across documents sharing the same term frequency.

Mo�at et al. [10] observed that approximations to components
of the ranking function (in particular, the document length) are
as e�ective as exact values. Anh et al. [1] further observed that
term/document weights can be pre-computed. However, such val-
ues are �oating point and do not compress well, which is addressed
by quantizing scores into q-bit integers. �e result is a so-called
impact-ordered index. Several approximations were explored by
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Anh et al. [1], who showed that either a linear mapping, or al-
ternatively skewing to provide extra granularity to lower scores,
works well. With quantization, query evaluation reduces to integer
additions. Subsequently, Crane et al. [5] showed that there is a
relationship between the size of the document collection, query
e�ciency, and the number of quantization bits needed to maintain
the power of the search engine to discriminate between documents
(by reducing the number of scoring ties).

To our knowledge, prior work in quantization has focused on
static collections. �at is, the entire collection has been indexed and
quantization can occur with the bene�t of knowing that no more
documents are to be added, which would change the quantization
range. In this paper, we extend previous work to handle append-
only collections, which we de�ne as collections that can be split
into temporal blocks that accumulate over time, each of which can
be considered static.

We frame our research around the question of whether we can
calculate quantization parameters using an earlier temporal block
and apply the parameters to future blocks without negatively im-
pacting e�ectiveness. For simplicity, we use uniform linear scaling
of the term/document weights across the collection proposed by
Anh et al. [1]. As our question is primarily framed in terms of e�ec-
tiveness, we conducted our experiments, without loss of generality,
using the ATIRE search engine [13]. �is approach also allows for
direct comparisons to the results of Crane et al. [5].

2 APPEND-ONLY COLLECTIONS
Problematically for collections that grow over time, such as in a
typical web search engine (where a crawler continuously adds new
pages) or Twi�er (where new tweets are constantly being posted),
quantization will degrade search e�ectiveness over time. Based on
Crane et al. [5], while eight bits are su�cient for a collection of
25M documents, nine bits are needed for 50M documents. A naı̈ve
solution would be to re-quantize the entire collection when such
bit thresholds are crossed. However, in the process of quantization,
the information that is needed to re-quantize the index is discarded.
It is possible to re-quantize to a smaller number of bits, but this is
the opposite of what we desire.

However, if we consider append-only collections where past
documents are considered static and there is a method by which the
collection can be partitioned into blocks, then it may be possible to
learn quantization se�ings on one block and apply those se�ings
to future blocks. �is would allow quantization during indexing,
rather than as a separate post-indexing process, meaning that the
bene�ts of quantization can apply to non-static collections.

To study whether this approach is feasible, we experimented
on the Tweets2013 collection used for the TREC 2013 and 2014
Microblog Tracks [7, 8]. �e collection contains approximately



Documents 254,456,742
Size 11.4GB
Unique Terms 89,759,296
Total Terms 3,221,307,052
Date Range February, 1 2013 to March, 28 2013
TREC �eries MB 111–225

Table 1: Tweets2013 collection statistics.

254 million tweets gathered over February and March 2013, and
provides an obvious temporal partitioning—this is exactly the imple-
mentation used by Twi�er’s Earlybird search engine [3]. Although
Twi�er recently switched to relevance ranking of search results
(from reverse chronological order), it appears that the implementa-
tion still depends on retrieving candidate tweets and then reranking
them [6]. Although the Tweets2013 collection includes information
about tweets that were subsequently deleted by users, we ignore
this information and include all tweets. �is is justi�ed because
deletes are typically handled via so-called tombstones: they are
kept in the index but �ltered from query results.

For queries, we used topics from the TREC 2013 and 2014 Mi-
croblog Tracks, each of which includes a query time. In the track
setup, results exploited term statistics of tweets posted a�er the
query time,1 but the track guidelines required that results only con-
tain tweets posted before the query time [7, 8]. �is requirement
was relaxed in our experiments, as we are not directly interested in
absolute e�ectiveness, but rather only in relative comparisons to a
non-quantized index. To measure e�ectiveness, the relevance judg-
ments were also split to contain judgments for only those tweets
that occur within the period being assessed. �is means that our
results are not directly comparable to other results reported in the
literature that conformed to the o�cial track guidelines.

Table 1 shows collection statistics for the Tweets2013 collection.2
We see that this collection is quite di�erent from web collections
that have been previously used to study quantization—two obvious
di�erences are the number and length of documents, which a�ects
the vocabulary size as well. Crane et al. [5] used BM25 as the
ranking function, but it is widely known that BM25 does not work
well for tweet collections since tweets are relatively uniform in
length, which negates the e�ects of the length normalization factor
in BM25. Instead, for our experiments we used the LMJM ranking
function [16], with λ = 3000 (the ATIRE default). Ranking functions
based on language modeling have been shown to perform be�er
for tweets [11].

We additionally examined the ClueWeb09 Category B (CW09B)
collection, which contains 50 million documents crawled from the
web in early 2009. For queries we used TREC queries 51–150. �e
collection was distributed in crawl order, which provides an approx-
imate temporal ordering. One can imagine a web search engine
performing quantization as crawling and indexing proceeds. We
tested only on folders in the collection that start with the en00
pre�x, as the enwp �les are injected outside of crawling.3

1Although it was shown that use of this “future information” had no signi�cant impact
on retrieval e�ectiveness [14].
2Note that we discarded the last few days of the complete collection as to work with
complete weeks in our partitioning scheme.
3http://www.lemurproject.org/clueweb09/datasetInformation.php
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Figure 1: E�ects of the number of quantization bits using
LMJM on the Tweets2013 collection with respect to index
size (measured in GB), mean query latency (k = 1000, mea-
sured in ms), and e�ectiveness (measured using AP).

3 EXPERIMENTS
Our experiments were conducted on an otherwise idle server with
two Intel E5-2670 2.60GHz CPUs (8 cores) with 256GB of mem-
ory, running Linux kernel 3.13.0. All implementations were single
threaded. Source code for our experiments is available online for
reproducibility purposes.4

3.1 Analysis of the Complete Collection
In light of the di�erent collection characteristics and the ranking
function, our �rst experiment aimed to verify that the e�ects of
quantization observed by Crane et al. [5] generalize. Figure 1 shows
the e�ects that the number of quantization bits has on the index
size (measured in GB), query latency for k = 1000, and search e�ec-
tiveness (measured using AP) over the entire collection. �e query
latency is represented as the average time for queries in the test
collections, and for an individual query we selected the minimum
time from �ve runs. �e minimum was selected because noise
introduced in timing can only be additive, and thus the minimum is
closer to the ground truth than either the mean or median. While
recent work by Crane et al. [4] have suggested that only showing
the mean latency has a number of drawbacks, we are merely at-
tempting to replicate results from prior work. Indeed, what we see
is entirely consistent with what has been reported in the literature.

3.2 Prediction of�antization Settings
Having con�rmed that the trends observed in prior work apply
to this tweet collection and ranking function, we now turn our
a�ention to the dynamic nature of the collection. To test this we
split the collection into weeks (recall that we only examined the
eight full weeks in the collection). In addition, we also performed
experiments on the CW09B collection, split using the folder layout
described in the previous section.

When documents from the current period are being indexed, we
can use the quantization se�ings learned from the previous period
to quantize term/document weights on the �y, rather than as a post-
processing step. �e quantization se�ings are the number of bits
and the range of the observed weights. �e concerns with this are
two-fold: First, the range of the values may be substantially di�erent
across time periods, a�ecting the uniformity of the quantization.
4https://github.com/snapbug/quant-time



Terms LMJM Score Required Bits Crane et al. [5]
Subset Documents Unique Total min max p < 0.05 p < 0.01 AP P@20
Complete 254,456,742 89,759,296 3,221,307,052 0.092340 21.275933 6 6 15 10
Week 1 30,010,597 18,247,199 379,188,879 0.092185 19.136566 13 3 9 6
Week 2 26,213,500 16,449,208 329,256,187 0.091704 18.995803 5 4 9 6
Week 3 30,050,788 18,431,524 380,556,865 0.092369 19.140002 3 3 9 6
Week 4 30,531,252 19,089,511 387,982,579 0.092652 19.159073 3 3 9 6
Week 5 30,241,679 18,949,096 384,368,344 0.092664 19.149702 4 4 9 6
Week 6 31,054,512 19,333,063 394,602,513 0.092643 19.175997 3 3 9 6
Week 7 31,053,073 19,455,396 394,973,784 0.092724 19.176866 3 3 9 6
Week 8 31,581,904 19,615,690 398,909,012 0.092153 19.187290 5 4 9 6

Table 2: Collection statistics and quantization range for the entire collection and weekly subsets of Tweets2013. Final columns
show the required number of bits for di�erent signi�cance levels with respect to AP (experimentally determined), and values
predicted by Crane et al. [5] for p < 0.01.

Second, the number of bits devoted to quantization may be either
too low—resulting in a signi�cant loss in e�ectiveness—or too high—
resulting in a loss in e�ciency.

Table 2 shows collection statistics for the di�erent weekly tem-
poral subsets of Tweets2013 as well as the quantization se�ings.
For example, there are 30 million tweets from the �rst week of
February, which contain 380 million occurrences of 18 million
unique terms. �e range of LMJM term/document weights for
this week was 0.092185–19.136566. As shown in the table, the
range of the weights is remarkably consistent, within the same
granularity, across di�erent temporal subsets.

�e table also shows the minimum number of bits required to
maintain e�ectiveness with respect to average precision. Following
Crane et al. [5], we selected the smallest number of bits needed
to maintain e�ectiveness that is not signi�cantly di�erent at both
p < 0.05 and p < 0.01 from a non-quantized index (calculated using
a two-tailed paired t-test). We also require that no higher bit se�ing
has a statistically signi�cant di�erence: since quantized ranking
converges to results from a non-quantized index as the number of
bits increases, if there is a higher bit se�ing that is signi�cantly
di�erent, then the non-di�erence at the lower se�ing is likely due
to noise, rather than any “real” di�erence.5

�e �nal two columns in Table 2 show the estimated numbers of
bits that are needed in terms of AP and P@20 using the relationship
and parameters described by Crane et al. [5]. Clearly, this vastly
overestimates the required number of bits compared to the p < 0.01
se�ing (the se�ing used to derive the relationship) when targeting
either metric. �ere is an obvious need to consider collection char-
acteristics and the ranking function, which Crane et al. [5] did not
do. �e predicted values more closely match the results we derive
for subsets of the CW09B collection, which is unsurprising given
the collections the formula was derived from.

Figure 2 shows the e�ects of quantization on mean latency and
AP per week. For example, the minimum number of bits required,
at the p < 0.05 level, for Week 7 is three, while for Week 8 it is
�ve. Applying the value learned from the week 7 subset to the
week 8 subset would result in a loss in AP, compared to the oracle

5�is requirement was also used by Crane et al. [5], although the description is missing
from that paper.

minimum bits, of 0.0272, bringing it to a level that is signi�cantly
di�erent from a non-quantized index. Accompanying this is a mean
query latency decrease of 5% (2ms).

Figure 3 shows the changes in AP and mean latency when using
the learned se�ings from the previous period, with p < 0.05, com-
pared to the oracle se�ing. Whether the se�ing was over, equal to,
or under the oracle value for the current period is identi�ed by both
shape and color. �e �gure clearly shows that in general whenever
the bit se�ing was greater than needed, the mean latency su�ered.
While the AP values are higher, these are not signi�cantly di�erent
from a non-quantized index. When the prediction was lower than
the oracle, the mean e�ciency improved at the cost of statistically
signi�cant di�erences in AP.

4 CONCLUSIONS AND FUTUREWORK
We have shown that the overall results of Crane et al. [5] extend to
another collection (with very di�erent characteristics) as well as a
di�erent ranking function. We were then able to divide collections
into temporal subsets and show that by using se�ings obtained
for one period, we can e�ectively quantize the next time period
without substantial loss in e�ectiveness or e�ciency.

�ere are a number of open questions worth exploring: �e for-
mula provided by Crane et al. [5] vastly overpredicts the number of
bits required for the Tweets2013 collection, since it does not account
for collection characteristics and the ranking function. �e number
of bits required for this collection is surprisingly low, especially
given the gains observed by resolving tie-breaks [15]. Finally, we
only explore the scenario where judgments are applied to a future
time period, as opposed to the entire collection cumulatively. While
this is not unrealistic for tweets since users generally care about
the most recent posts, such a setup may be questionable in the web
scenario. We save these issues for future work.
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